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Adaptive Clinical Trials

 Sample size re-estimation
 Randomization response adaptive
 Stratification adaptive
 Treatment group adaptive
 Target population adaptive
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Adaptive Treatment Selection
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Target Population Adaptive
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Standard Paradigm of Phase III 
Clinical Trials

 Broad eligibility
 Base primary analysis on ITT eligible population
 Don’t size for subset analysis, allocate alpha for 

subset analysis or trust subset analysis
 Only do subset analysis if overall treatment effect is 

significant and interaction is significant 



Standard Paradigm Sometimes 
Leads to

 Large NNT
 Small average treatment effects
 Inconsistency in results among studies
 False negative studies 



Modern Tumor Biology  

 Tumors of a primary site differ with regard to 
the mutations which cause them, natural history 
and response to therapy

 Molecularly targeted drugs are likely to be 
effective only for tumors that are driven by de-
regulation of the pathway which is a target of 
the drug



 The traditional broad eligibility clinical trial is 
inappropriate in these cases. It leads to treating 
patients with drugs to which we don’t expect 
them to benefit and to doing analyses that are in 
conflict with good science. 
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When the Biology is Clear the 
Development Path is Straightforward

 Develop a classifier that identifies the patients 
likely to benefit from the new drug

 Develop an analytically validated test
 Measures what it should accurately and reproducibly 

 Design a focused clinical trial to evaluate 
effectiveness of the new treatment in test + 
patients



Using phase II data, develop predictor of  
response to new drugDevelop Predictor of  Response to New Drug

Patient Predicted Responsive

New Drug Control

Patient Predicted Non-Responsive

Off  Study

Targeted (Enrichment)      
Design



Evaluating the Efficiency of Targeted Design

 Simon R and Maitnourim A. Evaluating the efficiency of targeted designs 
for randomized clinical trials. Clinical Cancer Research 10:6759-63, 2004; 
Correction and supplement 12:3229, 2006

 Maitnourim A and  Simon R. On the efficiency of targeted clinical trials. 
Statistics in Medicine 24:329-339, 2005.



RandRat = nuntargeted/ntargeted

 If T-=0, RandRat = 1/ p+
2

 if p+=0.5, RandRat=4
 If T-= T+/2, RandRat = 4/(p+ +1)2

 if p+=0.5, RandRat=16/9=1.77

  
RandRat 

T

pT  (1 p )T








2



Comparing T vs C on Survival or DFS
5% 2-sided Significance and 90% Power 

% Reduction in Hazard Number of  Events Required

25% 509

30% 332

35% 227

40% 162

45% 118

50% 88



Successful use of targeted 
enrichment design

 Trastuzumab, pertuzumab, ado-trastuzumab 
emtansine for HER2 over-expressed or 
amplified breast cancer

 Vemurafinib, dabrafinib, trametinib for BRAF 
mutated melanoma

 Crizotinib and ceritinib in ALK translocated 
NSCLC

 Afatinib in EGFR mutated NSCLC
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Regulatory Pathway for Test

 Companion diagnostic test with intended use of 
identifying patients who have disease subtype 
for which the drug is proven effective



Advantages of enrichment design

• Targets larger treatment effect less diluted by 
non-sensitive tumors

• Avoids exposing patients less likely to benefit to 
adverse effects of drug until drug is shown 
effective for those whom it is supposed to 
benefit

• Clarity of interpretation



 If the drug is effective in test positive patients, it 
can be later evaluated in test negative patients. 
 Saves test – patients toxicity until drug is shown 

effective in the target population it should work in
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All comers design

 Invites poor design
 Too few test + patients
 Too many test – patients
 Failure to have a specific analysis plan

 Invites inappropriate analysis
 Inappropriate requirement of not doing subset 

analysis unless ITT test is significant and interaction 
is significant 
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RandRat = nuntargeted/ntargeted

 B+=TE in biology + pts
 T+=TE in test + pts
 T+=ppvB+ + (1-ppv)B-

  
RandRat 

T

pB  (1 p )B








2
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ppv  1
1 spec

sens
1 p

p









1



Sensitivity Specificity p+ B- PPV Rand Ratio

0.8 0.8 0.33 0 0.67 2

0.8 0.8 0.33 B+/2 0.67 1.25
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Run-in Designs
Fangxin Hong & R Simon





When the biology is not so clear

 It is difficult to have the right single completely defined 
predictive biomarker identified and analytically 
validated by the time the pivotal trial of a new drug is 
ready to start accrual





 Provides a general framework for adaptive 
enrichment, i.e. restricting the eligibility criteria 
during the course of the trial based on interim 
results.

 Framework includes threshold based enrichment 
or enrichment based on multi-marker modeling

 Framework handles multiple types of endpoints 
(continuous, binary, time-to-event)



 One primary statistical significance test is performed at 
the end of the trial, including all randomized patients, 
of the strong null hypothesis that the new treatment is 
uniformly ineffective

 Framework identifies classes of significance tests which 
preserve the type I error even with time dependent and 
data dependent changes to outcome distributions of 
patients



Simulation of adaptive threshold 
enrichment

• Single biomarker uniformly distributed on (0,1)
• K candidate thresholds
• Binary response with probability p0(b) or p1(b)
• True threshold x*
• p0(b)=p0 for all b
• p1(b)=p0 for b<x*, p1 for b>x*
• Single interim analysis



At interim analysis compute mle of {p0 , p1, x*}subject to p0  p1

Perform futility analysis: If this maximized log likelihood does not exceed
     null log likelihood with no treatment effect by at least 0.25, terminate trial.

Otherwise accrual was restricted to those with b  x̂* for remainder of trial.
N total patients, n1at interim analysis.

Test statistic T= yizi  (1 yi )(1 zi ) 
zi  (0,1) treatment indicator
yi  (0,1) response



p0=.2, p1=.5, K=5, Ntot=200, all pts 100/yr

True cut-point Power 
adaptive

Power non-
adaptive

Accrual 
adaptive

Accrual non-
adaptive

.25 .968 .955 2.55 2.25

.5 .897 .726 3.19 3.25

.67 .768 .424 3.97 4.75
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Test statistic T= yizi  (1 yi )(1 zi ) 
zi  (0,1) treatment indicator
yi  (0,1) response

E[T|y]= 0.5yi +0.5(1-yi )  =n/2



tk  treatment effect statistic based on all patients accrued in block k

Lk  all data (outcomes, covariates, treatment assignments) for blocks 1,...,k

We require that the {tk } be defined so that under null hypothesis, 
the distribution of tk  is known and independent of Lk1for k  1,..., K

Then any test statistic G(t1,..., tK ) which is a function of the data only thru {tk }
has a known null distribution and the type I error is preserved.

e.g. G  wktk
k1

K



Significance tests that preserve type I error with 
group sequential adaption



Single binary marker with two 
stage design

 Total sample size N patients
 At interim analysis decide
 Whether to terminate accrual of M– patients and 

continue accrual of M+ till total sample size of N. 
Target population will be M+ patients

 Whether to continue accrual of marker – patients 
and target population will be union of M+ and M-

 Whether to terminate accrual of M+ and M- and 
accept null hypothesis
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

  treatment effect in test + patients
  treatment effect in test - patients

Two-point priors for   and   with values {0,*}
Approximate survival analysis with 

(̂ ,̂ ) : N ( , ),
4 / E 0

0 4 / E

























Pr[    0]  p00

Pr[  0 |  *]  r1

Pr[  0 |  *]  r2

Strong confidence in test:  large r1
Weak confidence in test:  small r1
p00 selected to control type I error rates  



Pr[    0]  p00  0.1

Pr[  0 |  *]  r1  0.1 0.9

Pr[  0 |  *]  r2  0.1

Strong confidence in test: Small r2 and large r1
Weak confidence in test: Small r2 and small r1
p00 selected to control type I error rates  



Terminate accrual of test - patients if Pr[  0 | ̂
(1),̂

(1) ]  

Terminate accrual to trial if Pr[  0 | ̂
(1),̂

(1) ]  

Interim Analysis



Compute joint 4-point posterior distribution using full clinical trial dataset

Pr[ , | ̂
(2),̂

(2) ] and calculate marginals

Probability new treatment benefits test - patients Pr[  * | ̂
(2),̂

(2) ]

Probability new treatment benefits test + patients Pr[  * | ̂
(2),̂

(2) ]

Final Analysis 
Probabilistic Indication 

Classifier





“Adaptive Final Analysis Plans”

 Adaptive signature design
 Cross-validated adaptive signature design
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 The indication classifier is not a binary classifier 
of whether a patient has good prognosis or poor 
prognosis

 It is a “two sample classifier” of whether the 
prognosis of a patient on E is better than the 
prognosis of the patient on C



 The indication classifier maps the vector of candidate covariates 
into {E,C} indicating which treatment is predicted superior for 
that patient

 The classifier need not use all the covariates but variable 
selection must be determined using only the training set
 Variable selection may be based on selecting variables with apparent 

interactions with treatment, with cut-off for variable selection determined 
by cross-validation within training set for optimal classification

 The indication classifier can be a probabilistic classifier
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For high dimension

log (t, x, z) / 0 (t)  z  (1 z) ' x  z ' x  

                                
z=(0,1) treatment indicator

Use penalized proportional hazard model

   to obtain estimates ̂,̂

Treatment effect function   ' x   ' x

Classify case as likely to benefit from E if

      (x)=̂+̂ ' x-̂ ' x  *



1. *  log(0.6)

2. *   33rd percentile of   (̂  ̂)' x in training set

3. Optimize by cross-validation in training set



67



For low dimension

̂  ̂ ' x : N(   ' x, 2 (x))

 2 (x)  (1, x)'(1, x)

Pr E preferred  Pr    ' x   

                          Pr
̂  ̂ ' x     ' x 

 (x)


̂  ̂ ' x  
 (x)















                         ; 
  ̂  ̂ ' x 

̂ (x)















Recommend E if 

Pr[E preferred]  0.8



* * *
1log ( ,..., )

1
i

i i i iK
i

p t t x x
p

  
 

    

True Model



Classifier Development

 Using data from stage 1 patients, fit all single gene logistic models 
(j=1,…,M)

 Select genes with interaction significant at level α

log ( )i j i j ij j i ijit p t x t x      



Classification of Stage 2 Patients

 For i’th stage 2 patient, selected gene j votes to 
classify patient as preferentially sensitive to T if 

 ˆ ˆexp j j ijx R  



Classification of Stage 2 Patients

 Classify i’th stage 2 patient as differentially 
sensitive to E relative to C if at least G selected 
genes vote for differential sensitivity of that 
patient



Treatment effect restricted to subset.
10% of patients sensitive, 10 sensitivity genes, 10,000 genes, 400 patients.

Test Power

Overall .05 level test 46.7

Overall .04 level test 43.1

Sensitive subset .01 level test
(performed only when overall .04 level test is negative)

42.2

Overall adaptive signature design  85.3



Overall treatment effect, no subset effect.
10% of patients sensitive, 10 sensitivity genes, 10,000 genes, 400 patients.

Test Power

Overall .05 level test 74.2

Overall .04 level test 70.9

Sensitive subset .01 level test 1.0

Overall adaptive signature design  70.9



Key Idea

 Replace multiple significance testing by 
development of one indication classifier and 
obtain unbiased estimates of the properties of 
that classifier if used on future patients







Cross-Validated 
Adaptive Signature Design

End of Trial Analysis

 Compare T to C for all patients at significance 
level αoverall
 If overall H0 is rejected, then claim effectiveness of T 

for eligible patients
 Otherwise



 Using a pre-specified classifier development 
algorithm A, develop a predictive binary 
classifier C on the full dataset
 This may involve variable selection and/or tuning 

parameter optimization
 C is a binary classifier with C(x)=1 means patient is 

predicted to benefit from E over C
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Resubstitution estimate of 
treatment effect

 S={i | C(xi)=1}

 T=estimated treatment effect (e.g. log hazard 
ratio or log-rank statistic) in S
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De-biasing T

 Let ΔS=true treatment effect in S
 T=ΔS- bias
 ΔS =T+ bias ≈ T+Δresamp- T

 Δresamp= re-sampling estimate of ES[ΔS] 
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Re-sampling estimate of ES[ΔS] 

 Partition the full data set into K parts
 Form a training set by omitting one of the K parts. The 

omitted part is the test set
 Apply classifier development algorithm A to the training set, 

develop a predictive classifier C’of the subset of patients who 
benefit preferentially from the new treatment E

 Classify the patients in the test set as likely to benefit from E 
or not

 Repeat this procedure K times, leaving out a different 
part each time
 After this is completed, all patients in the full dataset are 

classified. Let S’ denote the patients classified as sensitive to E



 Compare E to C in S’, computing a measure of 
difference Δresamp . This might be the difference in 
response proportions or for survival data the log-
hazard ratio or log-rank statistic



 Δresamp is the estimate of measure of treatment effect in 
patients who are selected for treatment by the classifier 
C developed by applying A to the full dataset.  

 Generate the null distribution of Δresamp by permuting 
the treatment labels and repeating the entire K-fold 
cross-validation procedure 

 Perform test at significance level 0.05 - αoverall

 If H0 is rejected, claim effectiveness of E for subset 
defined by classifier C



80% Response to T in Sensitive Patients
25% Response to C otherwise

25% Response to C 
10% Patients Sensitive

ASD CV-ASD

Overall 0.05 Test 0.223 0.240

Overall 0.04 Test 0.198 0.209

Sensitive Subset 0.01 
Test

0.205 0.661

Overall Power 0.351 0.714



70% Response to T in Sensitive Patients
25% Response to T Otherwise

25% Response to C
20% Patients Sensitive

ASD CV-ASD

Overall 0.05 Test 0.486 0.503

Overall 0.04 Test 0.452 0.471

Sensitive Subset 0.01 
Test

0.207 0.588

Overall Power 0.525 0.731



70% Response to T in Sensitive Patients
25% Response to T Otherwise

25% Response to C
30% Patients Sensitive

ASD CV-ASD

Overall 0.05 Test 0.830 0.838

Overall 0.04 Test 0.794 0.808

Sensitive Subset 0.01 
Test

0.306 0.723

Overall Power 0.825 0.918



35% Response to T 
25% Response to C
No Subset Effect

ASD CV-ASD

Overall 0.05 Test 0.586 0.594

Overall 0.04 Test 0.546 0.554

Sensitive Subset 0.01 
Test

0.009 0

Overall Power 0.546 0.554



25% Response to T 
25% Response to C
No Subset Effect

ASD CV-ASD

Overall 0.05 Test 0.047 0.056

Overall 0.04 Test 0.04 0.048

Sensitive Subset 0.01 
Test

0.001 0

Overall Power 0.041 0.048



506 prostate cancer patients were randomly allocated to one of  four 
arms: Placebo and 0.2 mg of  diethylstilbestrol (DES) were combined 
as control arm C

1.0 mg DES, or 5.0 mg DES were combined as E. 

The end-point was overall survival (death from any cause).

Covariates: 
Age: In years
Performance status (pf): Not bed-ridden at all vs other
Tumor size (sz): Size of  the primary tumor (cm2)
Index of  a combination of  tumor stage and histologic grade (sg)
Serum phosphatic acid phosphatase levels (ap)



485 cases with all covariates 

A proportional hazards regression model was developed using 
patients in both E and C groups. Main effect of  treatment, main 
effect of  covariates and treatment by covariate interactions were 
considered. 

log[HR(z,x)]=a z + b’x + z c’x

z = 0,1 treatment indicator (z=0 for control)

x = vector of  covariates  

log[HR(1,x)] – log[HR(0,x)] = a + c’x

Define classifier C(X) = 1 if  a + c’x < c

= 0 otherwise

c = median of  the (a + c’x) values in the training set.



Figure 1: Overall analysis. The value of the log-rank statistic is 2.9 and the 
corresponding p-value is 0.09. The new treatment thus shows no benefit overall at 

the 0.05 level.



Figure 2: Cross-validated survival curves for patients predicted to benefit from the 

new treatment. log-rank statistic = 10.0, permutation p-value is .002



Figure 3: Survival curves for cases predicted not to benefit from the new treatment. 
The value of the log-rank statistic is 0.54.



Proportional Hazards Model Fitted to Full Dataset

coef        p-value
Treatment            -2.195     0.12
age                 0.002 0.85
pf(Normal.Activity)   -0.260     0.25
sz                  0.020  0.001
sg                  0.113 0.004
ap                  0.002     0.21
Treatment*age               0.050     0.003
Treatment*pf(Normal.Activity) -0.743     0.026
Treatment*sz               -0.010    0.26
Treatment*sg               -0.074     0.19
Treatment*ap               -0.003     0.11
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